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Abstract: The field of superconductivity which has more than one hundred
years of history poses many challenges to the condensed matter physicists
with the discovery of new materials with exotic properties defying older and
accepted theory due to Bardeen, Cooper and Schriffer (BCS). Super-currents
in superconductors are due to pairing of two electrons each carrying a charge
2e unlike individual electrons with charge e in ordinary current. In the su-
perconducting state, electrical resistance completely vanishes. This super-
current was believed to be due to paired two electrons arising from phonons
which couple them. However, a large number of experiments clearly indicate
that phonon mediated mechanism fails in the new superconductors. Already
marching towards room temperature, superconductors show a promising trend
as we are only 50 K away from room temperature. The million dollar question
now is what binds the two electrons other than phonons? This seemingly sim-
ple question is not so simple. Superconductivity does not simply mean zero
electrical resistance of the material. There are drastic changes in magnetic,
optical and thermal properties and this obviously makes the problem complex.
There is a huge collection of materials and some exhibiting exotic behaviour
under pressure, applied magnetic field and alloying which leads to a number of
unanswered questions. It is the field which has fetched maximum number of
Nobel prizes in physics. Many more will get these awards in the years to come.

At present, it has pervaded all fields such as transportation engineering (Mag-
netically levitated trains), Medical resonance imaging, nuclear magnetic res-
onance, biological sensors (SQUID), nuclear reactors, particle accelerators,
quantum computing and faster data transfer etc. The world’s costliest ex-
periment done on earth till date - a joint effort by about 100 countries, the
superconducting super collider experiment to detect Higgs Boson made use
of superconducting magnets. This has remained almost for 70 years, mostly
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as a low temperature phenomenon; the effects of which can be realised only
at liquid helium temperatures. But, of late many materials have emerged
which enables the above phenomenon to work at fairly higher temperatures
making things more economical which gave impetus to search for materials
with higher superconducting transition temperatures (7;) until we reach room
temperature which should be realised soon as we have reached already above
260 K.

Introduction

This article consists of a series of papers and the first paper deals with the fun-
damental phenomenon discovered by Holst and Onnes [1] in 1911 in mercury and
their associated drastic property changes. Apart from Hg a large number of ele-
ments, compounds and alloys exhibited this phenomenon. Those superconductors
that were found prior to 1979, whose properties were understood using Bardeen,
Cooper and Schriffer (BCS) theory (1957) [2] based up on what are called Cooper
pairs, where each pair consists of two electrons and the binding comes via phonons
as mentioned earlier are called “conventional superconductors”. BCS theory will be
discussed at greater length later. The validity of the theory became questionable
from the discovery of new superconductors called as heavy fermion superconductors
in 1979 and again, the cuprates in 1986, a path breaking discovery which raised
the T, values which went much beyond BCS or McMillan limit [3]. Moreover the
new superconductors were found to carry magnetic moments which are in stark
contrast with our age old understanding that magnetism and superconductivity are
antagonistic to each other and hence the newer ones are called as “Unconventional
Superconductors”. They cannot be explained employing phononic mechanism.

However, one should not jump to the wrong conclusion that the BCS mecha-
nism cannot explain high 7. systems. It is Ashcroft who has been advocating that
metallic hydrogen will be a room temperature superconductor and according to him
it will be BCS superconductor, because of the lighter mass of the hydrogen atom
[4]. Recent experiments show hydrogen containing compounds such as H3S as well
as the compound LaHo, both under high pressures show T, values of 203 K [5]
and above 260 K respectively [6, 7]. Hence, any general statement made that BCS
theory cannot be applied for high T, superconductors is misleading. The time line
of the discovery of superconductors is shown in Fig (1).

This paper will deal with the discovery of superconductivity in elements and
compounds and the experimental aspects of these solids. The method of calculating
T. values employing McMillans formula [8] which is an outcome of the BCS for-
mula, but in a easily calculable numerical form will be discussed. This serves as
a verification of BCS formalism and the inputs required in the McMillans formula
or the parameters associated with electrons and phonons of the system which are
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the pre-requisites. The solid state problem requires a complete understanding of the
atomic structures which were developed over the years. The determination of atomic
potential and its evolution to calculate the solid state potential and finally obtaining
the band structure will be discussed in the following sections which include density
functional theory (DFT). The Band structure outputs will be required to calculate
T. of any solid. Prior to this, the origin and the basic properties related to the
phenomenon of superconductivity will be discussed along with the simple minded
free electron theory.

The origin of electrical resistivity and its temperature dependence are well known.
Resistivity arises because of the scattering of the electrons by the ions which are
constantly vibrating in the solid and as the temperature increases the amplitude
of the ionic vibrations increase and hence, the scattering probability also increases
leading to increased resistivity as shown by the basic relation.

R(T) = Ry(1 + aT) (1)

However, at low temperatures the linear relation does not hold good and is replaced
by Bloch-Gruniesen relation [9]

() [ i

which is valid for temperatures 7' < 0p/10, where 0p is the Debye temperature.
The power of T which one finds in the above relation actually varies from 4 to 7.
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Mention should also be made of the emperical Matthiessens rule and its deviation
in Cu based alloys and has been discussed [10], according to which,

p = pres + p(T) (3)

From the above relation, one understands the residual resistivity at 7' = 0° K is a
measure of the degree of impurity contained in the material. One the other hand, a
material free from impurity should have zero resistance at 0° K as shown in Fig (2).
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Fig 2. Variation of electrical resistivity with temperature for Cu and its alloy

The surprising observation made in the case of Hg where the electrical resistance
fell abruptly to zero value at 4.17 K and this temperature T, is called as critical
temperature. This phenomenon was given the name supraconductivity by Onnes
and then renamed as superconductivity [11].

Not only does the electrical resistance become zero at the superconducting tran-
sition temperature, almost all the physical properties undergo changes which show
very different trends when compared to those of the conventional metals as could
be seen from the standard text books [12, 13, 14, 15]. In order to calculate T, one
needs to know about the behaviour of electrons and such quantities as the Fermi
energy (Er), the density of states (DOS) at the Fermi energy (D(EF)) and the scat-
tering phase shifts which could be determined from the electronic band structure
calculations which enable one to determine the energies of the electrons in solids as
well as well as their eigen functions. This particular aspect will be dealt with in
greater detail and this will be the main theme of this article. The success of the
BCS theory will be shown by calculating 7, value of a HCP metal like technetium
in this article. Other compounds and alloys will be discussed in the next article.
Apart from this, it was found that pressure acts like one of the important param-
eters which drive some of the solids to acquire superconducting behaviour. As we
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go further, we will understand the significance of the two factors: viz; Fermi surface
and the parameter pressure playing important roles with respect to new materials.
The predicting power of electronic band structure calculations has been found to
be extraordinary which made Harrison [16] to lay the claim that given the atomic
number(s) of the solid, it is possible to successfully determine ground state crystal
structures, lattice constants, heat of formation, electronic specific heat coefficient,
bulk modulus, magnetic structures, magnetic moments and structural and magnetic
phase transitions, optical properties, positron life time calculations as well as su-
perconducting transition temperature under pressure. Some of the typical examples
will be discussed in depth and the density functional theory (DFT) based approach
[17] seems to work very well. It was in 1937, the two Dutch scientists de Boer and
Verwey [18] brought to light the inadequacy of the band structure approach as it
miserably failed in dealing with NiO. This is the famous NiO problem where the
experiment shows that NiO to be an antiferromagnetic insulator quite contrary to
that of the band theory which shows it to be a metal. The failure of the band
theory shows that the currently used exchange - correlations are inadequate. The
term correlation is important and its meaning should be understood as NiO is a
strongly correlated solid. All the newly found superconductors, heavy fermion su-
perconductors, high T, cuprates, iron based systems are either magnetic insulators
or metals. The earlier understanding was that magnetism and superconductivity
are antagonistic to each other and mutually exclusive. Hence, the discovery of new
superconductors baffled the physicists as the conventional band structure will not
work. Further the transition temperatures cross the McMillan or BCS limit and the
need for new theoretical understanding became an urgent necessity, which eludes
till date. Thus, this field has emerged as an outstanding area of research, offering
several challenges for the condensed matter theorists. These newly found systems
and their important properties will be outlined in the next paper. These solids come
under the category of strongly correlated systems or Mott insulators [19].

The succeeding parts consist of pressure induced superconductors, listing and
classifying of considerably a large number of new superconductors and a detailed
description on the experimental aspects associated with them. The phase diagram,
crystal structure, change in the magnetic behaviour up on doping or under the ap-
plication of pressure or the magnetic field, leading to ultimately superconducting
state which at many a times are surprisingly found to coexist with magnetism will
be discussed. A detailed discussion on the failure of currently used band structure
methods, in other words the high degree of the inability of the current exchange -
correlation schemes will be discussed in the next section. It is remedied using the
dynamical mean field theory (DMFT) and this being applied to Mott insulators in
the place of the conventional band theory will be discussed. It includes the older
BCS theory and will describe the two competing interactions with regard to the new
materials viz; RKKY interaction which tries to develop a long range magnetic order-
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ing as against Kondo interaction which tries to destroy magnetic ordering and the
Donaichs diagram and bring out the importance of Quantum Critical Point (QCP).
Invariably, antiferromagnetic ordering present in the superconductors decreases up
on application of external agency such as doping, pressure or magnetic field which
leads a change in the exchange interaction. Detailed study of Heavy ferminons,
cuprates, iron arsenides and other systems will be discussed.

So far, several theories including spin fluctuations, valence fluctuations, etc. are
in vogue and yet, there is no acceptable theory and hence no mathematical expres-
sion for T, exists for these systems.

This article is meant to help beginners in understanding the phenomenon of su-
perconductivity and introduce them to general underlying principles along with the
classification of the newly found superconductors.

The first paper is divided into eight sections and the first section gives an in-
troduction to the discovery of superconductivity and associated experimental ob-
servations. Section 2 deals with the early theoretical attempts made to understand
the phenomenon. Outline of the procedure adopted to calculate T, is described in
section 3. Important aspects to understand exchange and correlation employing H
atom, Hy molecule and many electron systems are dealt with in detail in section 4,
while a brief description of free electron theory is given together with the method
of Linear Combination of Atomic Orbital in section 5, while the density functional
theory is discussed in section 6. Section 7 is devoted to a description on the evo-
lution of band structure methods. Section 8 describes the bands obtained for two
HCP solids as well as the calculation of T, of the metal technetium.

Section 1: Discovery of superconductivity and
associated properties

Fig (3) shows the first observation made by Holst and Kammerlingh Onnes with
regards to the variation of resistivity with temperature. It is again Onnes himself
showed by his ingenuous experiment that the induced current in a current carrying
coil lasted for ever and hence is called persistent current. Current induced in a coil
having Ohmic resistance should decay exponentially following the relation

I(t) = 1(0)e ™/ (4)

It is natural to ask as to whether this phenomenon is shown by all solids. Hence
in the search of superconductors, 33 elemental solids were shown to exhibit this
phenomenon and another 23 elemental solids in the periodic table showed supercon-
ductivity when subjected to high pressure as shown in Table 1. Among the elemental
solids, Nb shows the highest superconducting transition temperature (7;) of 9.3 K
and under the application of pressure T, of Li goes to 20 K [20].
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Apart from elemental solids, as many as 5000 alloys and compounds show this
phenomenon and some of them are given in Table 2 along with their T, values. It
could be seen that Nb3Ge has the highest T, of 23.2 K. Matthias [21] spent larger
part of his lifetime to raise the value of Tc which drove him to the extent of writing
“Stay away from theoreticians” as theories were unable to explain all aspects of the

phenomenon.
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Table 2: T, of some Superconducting Elements and Inter-metalic compounds

Elemment T_l.I:H] Intermetallic compound I'_. (K)
Hg 4.17 NhyGe 23.2
Nb 9.10 T35 17.10
Pb ilg NbzSn 15.05
Te 11.20 ZrVs 11.0
Fb 7.0 YNigBaC 155
Al 1.18 YBasCuy 05 &0

Magnetic, thermal and optical properties and other associated phenomena such as
isotopic effect etc. exhibited by these superconductors are neatly described in other
sources discussed. However for the sake of completion and other compelling reasons
which will enable one to distinguish the properties of these superconductors from
the Unconventional superconductors, it is necessary to describe some of them in
detail. Further, it should be stated that only the experiments give the clues in the
formulations of theories.

Apart from T, the other two important characteristic parameters associated
with superconductors are the Critical density J. and critical magnetic fields H.. It
is noteworthy to remember that all the three parameters T., J. and H, are found to
be higher in the newly found superconductors.

1) Silsbee rule: In 1916, Silsbee effect as described by Zwartz [22] in which it is
found that there is a maximum current J., which can be passed through a super-
conducting wire, above which superconductivity is destroyed. The expression for J,
goes as

Jc = ) (5)

where 1 is the radius of the wire and H., is called the critical magnetic field.

2) Meissner Effect: In 1933, Meissner and Oschenfeld [23] independently discov-
ered that an applied magnetic field can destroy superconductivity. The field lines
are completely expelled and hence it becomes a perfect diamagnet making the sus-

1
ceptibility to assume a value of s There are two types of superconductors as

shown in Fig (4).
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3) Specific Heat: The specific heat of any solid can be written as:
C,=C,+C,=~T + BT (6)

C. and C} are respectively electronic and lattice specific heats. At low temperature,
only electronic specific heat remains. It shows a discontinuous jump at T, as shown

in the Fig (5).
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Fig. 5: Variation of specific heat with temperature

Thereafter it falls off exponentially, which follows

C.(T) = Ae~2/*T) (7)

The electronic specific co-efficient, is given by the expression which depends on the
density of states at the Fermi energy (EF).
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This jump is too large for some of the superconductors, making the value of elec-
tronic specific heat coefficient quite large, which is of the order of Joules/ mole-K?,
instead of mJ/mole-K? as is found in the conventional superconductors. A typical
example is C'eC'uy St wherein C'e carries a magnetic moment - a magnetic material
exhibiting superconductivity, which is inconsistent with what is known so far or
unexplainable by the BCS theory. Hence, they form a new class of superconductors
called “Heavy Fermion Superconductors”. The T, values of this class are very low.

4) Energy Gap: The external influences by which superconductivity can be de-
stroyed and making the material to revert back to the normal state should yield the
energy required to break up the paired electrons each carrying a charge 2e, which
is responsible for superconductivity. This energy which takes the electron from the
Fermi level to the next excited state is called the energy gap.

Several thermodynamical properties indicate exponential behaviour similar to
that of the semiconductors, which made people to believe in the energy gaps to be
possessed by superconductors too.

The optical absorption in the infrared region of the electromagnetic spectrum by
these materials provide the direct proof and the measurement of these gaps [24, 25].
Fig (6) shows the optical absorption in elemental superconductors In and Nb.
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Fig. 6: Optical absorption by superconductors

Further, the application of the magnetic field can be used to destroy superconduc-
tivity, the experiments related to this can be applied to deduce the energy gap [26].
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5)Characteristic Length Scales: London penetration depth and coherence length

In 1950, Ginzburg -Landau [27] advanced a phenomenological theory and also from
experimental investigations, it is found that superconducting materials have two
characteristic length scales, the London penetration depth and the coherence length.
The London penetration length () refers to the exponential decay of the externally
applied magnetic field inside a superconductor. It is given as,

m

A=
/Lons€2

(8)

Where n; is the density of superconducting electrons.

It is the distance where the flux density gets reduced to e~! of the externally

applied field at the surface. It is of the order of a few tens of nanometers.

Coherence length: In 1950, Ginzburg and Landau introduced the so called super-
conducting order parameter ¥ (r) to describe the non-locality of the superconducting
property [¢(r)|? = ns(r) (local density of superconducting electrons). The coherence

length is defined as
72
=) — 9
‘ \/ 2ma(r) )

In the weak coupling BCS theory of s wave superconductor, it is related to Cooper
pair size.

hUF
_ e 1
BCS = A (10)

vp is the Fermi velocity and 2A is called the energy gap.

Type 1 and type -11 Superconductors:

The criterion for type-I and type -II superconductors, lie in the values of the two
length scales. If A\/{ < 0.71, it is type I. On the other hand when A/ > 0.71, it is
type -II.

6) Isotope effect: It was noticed by Maxwell [28] and Reynold et al [29] that the
superconducting transition temperature of Hg varied with its isotopic masses. The
effect and the relation goes as

T.M® = constant, (11)

where M is the mass of the isotope.

As in any solid, atoms or ions are constantly vibrating and Frohlich [30] made an
intelligent interpretation of the isotope effect viz, in explaining superconductivity.
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Apart from electrons, the quanta of lattice vibrations, the phonons, should be taken
into consideration. This obviously led to the foundation to the Bardeen-Cooper-
Schriffer (BCS) theory [31]. The value of « is 0.5 for monoatomic system. However,
the value of the isotopic coefficient is zero for Zr, Ru etc and 0.07 for the first high
temperature superconductor found. One even finds inverse isotope effect as PdH
has a value of —0.2 and « for U is —2 [32].

Section 2:Early theories and calculation of superconductivity

In 1935, F and H. London [33] proposed a two fluid model, one consisting of normal
fluid of concentration and the other that of superconducting fluid of concentration
Ng.

Ny +Ng =M (12>

But there was no understanding on how fermionic electrons could form a superfluid.
Londons theory leads to

B(z) = B(0)e™*/*, (13)

showing the exponential decrement of the field leading to a zero value inside the
specimen. Londons theory together with Onsagers [34] suggestion led to the idea of
flux quantisation

he

= 2_67 (14>

bo

as found from the experiments.
Pippards Theory:

Experiments often show a magnetic penetration depth which is significantly larger
than Londons prediction. Pippard [35] explained this on the basis of nonlocal electro-
magnetic response of the superconductor. According to him, the electrons forming
the superfluid cannot be arbitrarily localised. Only, electrons with energies within
kT of the Fermi energy can contribute appreciably.

This corresponds to a momentum range p determined by

kKT,  Oe P
_ v _ £ — 15
Ap  Opl_p, —mle=pp e (15)
leading to
kT,
Ap = . (16)




Superconductivity and Magnetism 55

Using Heisenbergs principle, we understand that the electrons cannot be localised
on a scale smaller than

h hUF
Ay = — = ) 1
v Ap kT, (17)
Hence, Pippard introduced coherence length
ahvp
= , 18
O kT, (18)

€o is the maximum extent of the electronic wave packet (or the size of Cooper Pair).
Ginzburg-Landau Theory:

Within London and Pippard theory, the superfluid density of electrons n is treated
as a constant in space and time and it also does not include its dependence of tem-
perature, magnetic field.

These deficiencies were done away with in the Ginzburg-London (G-L) theory
which was developed as a generalised London theory in 1950.

Landau expressed the free energy of the system in terms of an order parameter
to explain phase transitions. In this problem, the order parameter chosen was one
particle wave function of superconducting electrons n,. However, the spatial varia-
tion of ng was neglected.

Ginzburg-Landau theory takes into account of magnetic field dependence, pen-
etration depth and coherence length as discussed by Davide Zuliani [36]. It makes
use of a complex order parameter 1, where 9 is a function of temperature, magnetic
field and spatial coordinates.

They obtained an expression for the difference in free energies in the supercon-
ducting and normal states near T, in terms of the wave function. The expression
for Londons penetration depth, now becomes

m*c?b(T)
AT) = A g?n(T) (19)
BCS theory is able to successfully explain Meissner effect, discontinuous jump in
the specific heat at T, as well as the energy gap. It was McMillan who talked about
maximum 7, (7} max) and he predicted highest 7. to be 40 K for the material V557 as
shown in the table VIII of his paper [37] and also points out the importance of the
phonon frequency. One of the greatest successes of the BCS theory, which will be
discussed in the last part of this work, is that it enabled to successfully explain the
experimentally observed superconducting transition temperatures of both elemental
solids and alloys. From the BCS equation [38], McMillan gave a numerical expression

which is easy to handle and it consists of the Fermi energy, density of states at
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the Fermi energy (DOS), the scattering phase shifts and the square of the average
phonon frequency which are used to calculate electron-phonon coupling strength.
One of the major failures of the BCS Theory is that it did not have the predicting
capability to find new superconductors.

Calculation of Superconducting transition temperature:

As mentioned earlier, McMillans expression which is used to calculate Tc is given
by:

05 —1.04(1 + )
T, =2 , 20
1.45 eXp{)\—u*(1+O.62/\)} (20)

where 6p is the Debye temperature, A is the electron-phonon coupling constant and
w* is the Coulomb pseudo potential which depends on DOS at EF.

N(0)(I?

M (W?2)
where the numerator involves the Fermi energy, density of states at the Fermi energy

and the scattering phase shifts suffered by the electron because of the Coulombic
potential of the ion and the details of which can be seen elsewhere [39)].

The numerator and denominator require the electronic and phononic band struc-
ture calculations.

By electronic band structure calculations, what we mean is the determination
of the energy eigen values and eigen states of the freely moving electrons in the
solid. It was mentioned in the isotopic effect ions in the lattice are vibrating and
the vibrational frequencies are to be known.

Section 3: Description of H atom and H; molecule

All solids are made up of atoms and each atom has got what are known as Core
electrons and valence electrons. Consider the case of Na atom whose atomic number
is 11 and its electronic structure is 1522s%2p®3s'. All the electrons other than 3s! are
called Core electrons as they are tightly bound to the atom, while the 3s! electron
is the valence electron as it is loosely bound to the atom. The concept of valency is
important and all the atomic properties are decided by the valence electrons. That
is the reason as why we call first, second, etc., groups which have the same number of
electrons. There is a one to one correspondence between atoms and solids. It is only
the valence electrons or the outer most electrons in atoms that decide the properties
and in the same way top most energy levels in solids are important, which as we
will see later. It is important to note that the valence electrons of atoms become the
conduction electrons in solids when a solid is formed, the loosely bound electrons of
atoms become free and are able to wander throughout the solid, behaving like a gas
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and hence was called as a free electron gas.

In order to understand solid state properties, one has to first understand atomic
properties as solids are made up of atoms and the simplest atom is the hydrogen
atom.

Hydrogen atom:

Our aim to see how an electron behaves when it is nearer to the nucleus and also in
between two nuclei as our final aim is to describe the electron which is freely moving
throughout the solid.

As H atom is a two body problem, the potential energy of the electron is exact
and it is:

V(r)=—-—, (22)

where r is the distance between the electron and the proton. The Schrodinger
equation to be solved is

{=V*+V(r)}(r) = ep(r), (23)

which in terms of spherical polar coordinates assumes the form:

Vi (1,0, ) = Ry (1) Y1 (0, 6). (24)

As r,0 and ¢ are independent, the above can be split up into three independent
equations. In all the quantum mechanical problems, the quantisation comes out
automatically through the application of the appropriate boundary condition. The
energy eigen values and eigen functions are respectively,

2 2 . 4
Bn = -T2 (25)
wnlm(r707¢) = Rnl(r)Yzm<9>¢) (26)

It is important to note that R,;(r) has (n — 1 — 1) nodes or zero crossings as shown
in the Fig.7.

This comes out of the property of the Lauguree polynomial found in the radial
part of the Schrodinger equation which has (n—!—1) nodes. These nodal oscillations
are a characteristic property of atomic functions. This is due to the large kinetic
energy of the electron when it is closer to the nucleus to balance the high potential
energy.
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On the other hand, when the electron is in between two nuclei, the potential
energy will be smooth as shown in the Fig (8). The potential energy can be averaged
out and can be assumed to be a constant or can be made as zero for mathematical
convenience. In the constant potential region, the Schrodinger equation now takes
the form:

V3 + <—) (E—-Vo)Y =0 or V*+k*)=0. (27)
The solution for the above is
o(r) = R T (28)

The above is a plane wave as shown in Fig (8).

b
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WAV E

Fig &. Plane wave solution

In reality, the true electron wave function will be as shown below (Fig 9). It is a
combination of both the above two characteristics and that is how one describes the
solid state wave function of an electron, as we shall see in the forthcoming description
of electronic or band structure methods.
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H,; Molecule: Two electron system

Hartree method does not take into account the spin of the electron. A many electron
system should take into account of the Pauli principle.

The Pauli Principle: Pauli principle states that the electron wave function should
be anti-symmetric in character with respect to the exchange of space and spin co-
ordinates when any two electrons are interchanged.

According to this, when the exchange operator P, operates up on the two elec-
tron wave function, it should result in the wave function with a negative sign as
shown below:

Pip(1,2) = 9(2,1) = —¢(1,2) (29)

Pauli principle can be stated in a determinantal form as shown below.

| Yalr) Yalr)
VD= ynir) dsr) (30)

Fig.10: Hydrogen molecule

A and B refer to the two protons and 1 and 2 respectively refer to the two electrons.
Y a(ry) refers to probability amplitude of electron 1 to be associated with the proton
A (Fig 10). Electron 1 can also be associated with proton B as electrons are no
longer particles because of the de Broglie matter wave concept. It is important to
note that r; refers to the space coordinates (xy, 1,21 and the spin state) and the
same holds good for the other electron.
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The beauty of the determinantal wave function introduced by Slater [40] lies in
the fact that each vertical column refers to a quantum state and if one puts 1=2, the
determinant vanishes, showing the impossibility of forcing two electrons to occupy
the same quantum state as required by the Pauli principle. Also, the anti-symmetric
character of the wave function comes out automatically when the vertical columns
(eigen states) are interchanged as the sign of the determinant gets changed.

Now we can write the wave functions for Hs molecule as:

¢(17 2) = wA(ﬁWB(Tz) (31)
or
¥(1,2) = Ya(ra)s(r) (32)
One can have linear combinations of the above.
b = oAl s+ valra) ()] (33)

1
V2
where 1/4/2 is the normalisation factor. The Potential Energy for the system is:
1 1 1 1 e

Yo = [Wa(r1)Yp(re) — Ya(ra)vs(r)]; (34)

V=-o|—F—4 — 4+ — | +— (35)
A1 TA2 B1 B2 12
and the Hamiltonian is
h? h? e?
H=— 2 - s+ V(r)=— 36
QmEVI om, Vi +Vi(r) ” (36)

The energies corresponding to different cases are

_ f¢lH¢id7’
Jiadr

The graph connecting E and the inter-proton distance is shown in the Fig (11).

E (37)

H.—"sncibcnd.i ng (Ferromagnetism)
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: - 4+ Bonding (H, molecule)
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Fig.11: Bonding and antibonding between two H atoms
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Also, the electronic charge density in the case of Hy molecule can be calculated. The
same can be obtained for solids also as shown for the Ge solid (Fig 12).

Fig.12: Electron density contour in Ge crystal

The bottom line of our discussions so far we had, can be extended to solids also.
The points to be remembered are:

1. The wave function describing an electronic system should be anti-symmetric
in nature with respect to interchange or exchange of two electrons with their
space and spin coordinates.

2. The Hamiltonian for a solid will be written as done above and this will be
used to evaluate the total energy of the system.

3. The graph connecting the total energy and inter atomic distance holds good
in the solid also. The equilibrium interatomic separation can be obtained and
compared with that obtained from X-ray diffraction experiments.

4. Also, the electronic charge density in the solid can be calculated and compared
with the experimental values. We discussed here the H; molecule which is
done for the two purposes: 1) the wave function being written as a second
order determinant, which will be extended into a nth order determinant in
the Hartee-Fock method and 2) the molecular wave function, being written
in terms of atomic orbitals, leading to Linear Combination of Atomic Orbital
(LCAO) method which in turn has leads to Linear Combination of Augmented
Plane Waves (LAPW) or Linear Combination of Muffin Tin Orbitals (LMTO),
etc. methods for the case of solids as will be seen later.

Section 4: Many electron systems Exchange and Correlation

The potential energy term used in the case just now dealt with is exact as it is a two
body problem. Schrodinger obtained his celebrated equation in 1926. Immediately
in 1927, Hartree [41] proposed a method to calculate the energy levels in electrons
in atoms. When we deal with atoms having many electrons, then we come across
the many electron wave function. They suggested a model in which every electron
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moves independently in a potential arising from the rest of the electrons. The many
electron wave function is written in terms one electron wave functions, as shown
below:

Prsﬁb(rl,’rg, .. 'Tmrsa e 'r'n) — 17/)('['17742’ e Tsa'r'r) .. "rn)
:_w(r17r27'"TT7TS7'.'TTL> (38)

where 71, 7y, etc. refer to the space coordinates x1,¥y1, 21, and xo,ys, 29, etc. The
total probability is written in terms of individual probabilities. They suggested a
variational calculation by which E' is minimised.

Electrons are charged particles which should repel each other. But, the above
description does not lay any restriction on the motion of electrons, leading to the
possibility of any number of electrons coming close to each other, which will raise
the coulombic repulsion to a high value that will be unphysical.

Further, Paulis exclusion principle excludes the possibility of two electrons oc-
cupying the same quantum state.

Hartree-Fock equation: The Exchange

For the N electron system in an atom or a solid, following the Hs molecular problem,
the wavefunction is written in the form of the Slater determinant.

) Ui(ry)  Yi(re) - hi(rw)
. 1 I )

wN("“l) ¢N(7‘2) wN(TN)

There should be clarity of understanding of the above determinant. The vertical
columns with the parenthesis (ry), (r2), -+, (rx) refer to N quantum states. The
first element in the determinant gives the probability amplitude of the electron 1 to
be found in the first quantum state denoted by 7; and its square, obviously gives
the probability of the electron 1 being found in the first quantum state. Electron 1
can also be associated with other quantum states 5 - - - 1y,, similar to what we saw
in the case of Hy molecule. It should be clear by now that the determinant indicates
partial occupation of N electrons by the N quantum states. Hartree-Fock equation
assumes the following form:

h2
{—%V2 Z 9(rs) o ij} Vi
J#1

QZ { TJ % md%} Pi(ri) = €i(ri). (40)
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The term inside the curly brackets is just the Hartree operator. The extra term
which appears in the equation (40) is called the exchange term which occurs as
a consequence of the Pauli principle. The corresponding contribution to the total
energy is called the exchange energy and is given by:

—622 [ ” % rj)dr]} bi(r).

Hartree-Fock equation takes into account the Pauli principle and hence is able to
keep electrons of the same spin away, leading to Fermi hole. Parallel spin correlations
are taken care off. Hence,

Exchange Energy = Fyr — Ey. (41)

Any beginner is strongly recommended to read excellent coverage of the above from
(42, 43,44,45].

One can see the numerical values of the eigen values and eigen functions neatly
tabulated for all the atoms in the periodic table by Herman and Skillman [46]. The
difference in the total energy values in Cu ion under the Hartree and Hartree-Fock
schemes are tabulated and can observe that the H-F eigen value is lower than the
Hartree energy (Fig 13). This source book from IBM has been of immense value
to obtain the energy bands of solids for a few decades. This essentially consists of
finding the solution of the Schrodinger equation for atoms, it will be an integral part
of the modern codes used today in all band structure methods.

Correlation:

Hartree-Fock thus takes care of parallel spin correlations via the Pauli principle. It
is incapable of avoiding electrons with antiparallel spins coming closer to each other.
As electrons are charged particles, any theoretical model built should take care of
electrons in not coming close to each other, irrespective of the nature of spin. The
term correlation means that one develops a scheme in which electrons with anti-
parallel spins too do not come closer to any electron. Hence, about every electron,
there should a region or “exchange-correlation hole” into which no other electron of
either spin can enter into. If one achieves this, then the energy of the electron will go
down still further and this describes an ideal system as electrons are moving in a well
correlated manner avoiding each other, with regard to the motion of the electrons
in atoms, molecules or solids. The one electron energy now should be equivalent to
experimental or exact eigen value. Following Pines, [47] the correlation energy is
defined as

Ecorrelation — Liexact/experimental — EH —-F (42 )

and this is figuratively shown in Fig (13).
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Fig 13. Exchange and Correlation energies

Exchange-Correlation Schemes:

A brief review of the exchange -correlation schemes will be made here and it has
been a fertile area for several decades. It is impossible to have an accurate or exact
exchange-correlation (XC) scheme to be found for a many body problem. Even
though, Thomas, Fermi and others introduced electron density instead of dealing
with many electron wavefunctions or determinantal wavefunctions, Slater [48] should
be credited for having made great simplification to the Hartree-Fock model to obtain
exchange potential taking into account what he called a fictitious exchange charge
density, in analogy to the classical electrostatics which relates charge density and
potential.

The exchange potential due to Slater becomes,

Vo= (=2 ol (43

Sham, on the other hand used the variational principle and obtained the expression
for the exchange term which is 2/3 of the above.

Thus, the Kohn-Sham-Gaspar [49, 50] exchange is

Vise = (=2 Bl (44)

Slater in his series on this subject his last volume on ”quantum theory of molecules
and solids” which he wrote in 1974 [51] concludes that the more accurate XC poten-
tial will neither be full Slater exchange nor KSG XC. But it will be 5/6th of Slater
exchange and until now, several minds have worked on this and it is true that all
XC schemes are very close to what slater wrote. However, for several decades, large
number of band structure calculations employed Slater exchange. More on this will
be discussed in the next part.
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Section 5: Free Electron Theory and LCAO Method

It was Sommerfield who proposed the free electron theory of metals. As stated ear-
lier, the valence electrons of atoms become the free electrons or conduction electrons
in metals which cause electrical and thermal conductivities. The energy of the elec-
trons can be determined using the Schrodinger equation:

In the one dimensional model, for the simplifying the problem, it was assumed
that the electron is moving in a constant potential and it was set equal to zero.

Under this condition, the Schrodinger equation reduces to:

% + (zh—?) Ey = 0. (45)

The above gives the eigen values
E= 71227];2 (46)

The eigen functions are given by
Y(z) = e, (47)

which are simply plane waves. It should be noted that the energy of the electron
can be given only in terms of k for a free electron moving in a metallic solid, whereas
we wrote the energy of the electron in the hydrogen atom in terms of the quantum
number n.

{a)

Fig 14. a) Free electron band structure b) Free electron Fermi surface

)]

n” is no longer a good quantum number to describe freely moving electrons and it
is replaced by k, the wave vector and hk is the momentum. Now, the graph drawn
between E and k is a parabola and it is called Sommerfields free electron parabola.
It is the band structure of the free electron metal (Fig 14a). In the above expression,
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2m
k = — and X is found in the denominator which demands inverse or reciprocal or

Fourier space. The unit cell in the momentum space is the Brillouin zone. The
Brillouin zone for HCP solids is shown below (Fig 15). We will be concentrating on
HCP B.Z as we will be discussing the band structures of the HCP solids Mg and
T..

o

‘-—-___‘____‘_‘_--_._r'_._._'_._.—l
Fig 15. Brillouin zone of HCP lattice.

As there are 14 lattices for solids, their Brillouin zone and other related aspects can
be seen in the books of Jones [52] and Benjamin Lax [53]. Band structure is noth-
ing but energy-momentum relation. If the electron has a definite momentum, the
corresponding energy value is known from the band structure. Following, the Pauli
principle, we have to fill up the electrons in the band and the top most energy level is
the Fermi level and the corresponding momentum is the Fermi momentum (Fig 14b).

The rigorous definition of a metal is that: A metal is one which has a Fermi
surface [54] as semiconductors and insulators have have their Fermi levels in the
forbidden energy gap and cannot have Fermi surfaces. A sphere drawn with the
Fermi momentum as the radius gives the Fermi surface. For real solids, the Fermi
surface is not spherical and it will be complicated which can be obtained from band
structure calculations and there are several experimental techniques to determine
them [55, 56]. The density of states for electrons can be obtained by considering
electrons to be in a potential energy well. The expression for the same can be
obtained by phase space consideration as has been shown [57]. It assumes the form:

D(E) = (27")3/2 B2, (48)

o \m2

The DOS histogram, obtained from free electron theory is shown Fig (16).
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Fig 16. Density of states histogram.

Simple solids such as Al, Na, etc. will mimic this, while for most of the solids and
especially transition metals, the surface will be complicated and these features can
be seen in the book compiled by Papaconstantopouolous [58] where the band struc-
ture, DOS and Fermi level quantities of many solids in the periodic solids are given.

Molecular wave function: Linear Combination of Atomic Orbitals - (LCAO)
Method

The molecular wave function was written as a linear combination of atomic orbitals.
The atomic orbitals are the basis functions. Hence, the molecular orbital is

Y= Z i, (49)

where ¢; are the mixing coefficients which are obtained by minimizing the energy of
the system as given below:

(lH)
B =y (50)

If one applies to HoO molecule, the basis set consists of two 1s states coming from
two hydrogen atoms and 2s, 2p,, 2p, and 2p, orbitals and in all, there will be six
basis functions. Using the variational principle to solve the sixth order determinant,
the six roots obtained are the energies for the six molecular orbitals produced. By
plotting the energies for the different molecular orbitals by bending the molecule or
by changing the bond angle the lowest energy is obtained and thus the eigenvalues
and eigenfunctions are obtained. Free electron approximation and LCAO or tight
binding approximation are the two extremes; while the former holds good for metals,
the latter for molecules and insulators where the electrons are bound to the systems.
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Section 6: Density Functional Theory

Hartree method makes use an N electron wave function or describing the N electrons
in an atom as was seen earlier:

Y(r,re, 0, rN) = P(r)d(re) - P(ry), (51)
which has 3N variables. viz; (1, y1,21), (T2, Y2, 22), -+, (TN, YN, 2N ).

Instead of employing Schrodinger equation containing wave functions, Thomas
and Fermi proposed an atomic model containing electron density p(r) which only
three variables, thereby the problem is simplified. As this model did not yield
the expected experimental values, Dirac included the exchange term as well. Also,
Hartree-Fock method makes use of density of electrons. Hence density being used
instead of wave functions is not new and the above mentioned methods form the
forerunners to the Density Functional Formalism (DFT), which has become so much
popular for describing the atoms, molecules and solids. DFT stands on two theo-
rems proposed by Hohenberg and Kohn [59].

Theorem 1: The external potential V., and hence the total energy is a unique
functional of the electron density n(r).

Theorem 2: The ground state energy can be obtained variationally: the density that
minimises the total energy is the ground state density.

The reader can find the details from the original papers or several review papers
available on this method [60]

Hohenberg-Kohn(H-K) theorems shows that the ground state energy can be
obtained by minimising the energy functional:

(—év2 + Veff> ¢ = €p; (52)

where p(r) is the electronic density, V(r) the external potential experienced by the
nuclei due to any applied external electric field and the last term is the H-K func-
tional. But, still one does not know as to how to calculate the charge density p(r).
Kohn and Sham [61] introduced a fictitious non interacting potential for an inter-
acting electron system which lead to Schrodinger like single particle equations for
each electron which are to be solved self consistently.

Vet = V() +/

| Tp (_"2| dr' + Vyo(r). (53)

The exchange-correlation part of the potential V. is given by

dp(r).
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The total energy of the system can be written as

E = ;&- — %//%drdr' + Eu(p) — /ch(r)p(r)dr. (55)

Finally, E,., non-coulombic part is unknown and there are more than one hundred
exchange-correlation functionals. In this article, we discuss the potential constructed
using Slater exchange whose form has been already given and this has been widely
used. A few important and currently used exchange-correlation schemes will be pre-
sented in the next article.

Expressions for correlation parts alone were derived by Wigner for low electron
densities and Gellmann and Bruckner at nuclear for high densities. Interested read-
ers on Density functional theory should see the original papers.

Section 7: Evolution of Band Structure Calculations:

Electronic structure calculation rests on the two following approximations:
Born - Oppenheimer approximation:

Solids are made up of ions which are constantly in vibration leading to phonons as
well as electrons. It will be too difficult to handle ions and electrons simultaneously
and hence Born and Oppenheimer [62] decoupled the two as follows:

wtotal - wions : welectrons (56>

Since ionic masses are high, their motions can be neglected when compared to the
motion of electrons. Hence, one concentrates on electrons ignoring the ionic part.

One electron approximation:

A solid may have N number of electrons and the dynamical motion of all the elec-
trons cannot be dealt with at the same time as it will require N number of equations.
Hence one resorts to one electron approximation, in which the motion of one elec-
tron in a spherically symmetrical potential which is obtained by superimposing the
atomic potentials coming from the neighbouring atoms named as Muffin - Tin (MT)
potential is constructed.

Wigner and Seitz cellular method:

Wigner and Seitz were the first to propose the methodology adopted to calculate the
eigen values of electrons in solids as early as in 1934. They considered a spherically
symmetric potential inside the Wigner-Seitz cell or the polyhedron, which is the
unit cell or Wigner-Seitz cell of the solid. They wrote the wave function in terms of
atomic orbitals and the wavefunction along with its derivative were matched at the
boundary of the cell (Fig 17a). This, of course should be repeated in all directions
which is a cumbersome process. Hence, they replaced the cell into a sphere of equal
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volume (Fig 17b), an elegant way whereby the directional dependence of matching
the wave function and its derivative are completely removed.

(®)
“Fig17.(a) Wigner Seitzcell  Fig 17 (b) Muffin Tin sphere

Augmented Plane wave method:

This method was proposed by Slater in 1937 [63] and it is simple and a physically
transparent method. The unit cell is divided into muffin tin spheres and the intersti-
tial region. M.T spheres owe their name as the potential looks like the kitchen made
muffins prepared at homes. This scheme is called augmented plane wave method as
plane wave like nature describing the electronic behaviour in the interstitial region
as discussed in the free electron theory earlier is added to atomic orbitals to describe
the basis function. The solid state potential was obtained by superposing atomic
potentials, which were determined by solving Hartree-Fock-Slater equations which
are tabulated for all atoms from Helium to Lawrencium by Herman and Skillman
as mentioned in the previous section 4. Also the atomic charge densities are known
as they are to be used to find the exchange-correlation potential. Muffin tin poten-
tial is calculated taking into account the electrostatic potential arising out of the
neighbouring atoms as expressed below:

neighbours

V(r)=Vo(r) + Z Vo(ailr). (57)

Fig (18) shows the unit cell which is divided into muffin spheres (M.T) where the
potential will be spherically symmetric and the interstitial region where the potential
is assumed to be constant. As one could see the Fig (9) shown earlier depicting the
atomic wavefunction near the nuclei to demonstrate oscillatory nature or wiggles
and plane waves when the electron is in the interstitial region.
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The unit cell is partitioned into:
atomic spheres
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Fig 18. Atomic spheres, constant potential and basis functions

The features and the basis functions corresponding to different regions and the way
they are combined are shown below:

Gr(r) = D> ARi(E 1)Yin(0,¢) forr <ryr (58)
l m
_ kT

for r > ryr (59)

The wavefunction inside the M.T sphere and the outer region are matched at the
sphere boundary. The APW wavefunctions assume the following form:

o0 ! .l - * * A
ik-r ¢ ]l(ksv)}/lm<k)yim(p)Rl (p)

4aett T for r<ryr
Pr(r)= ;n;l Ri(Sy) (60)

eikr for r > ryr
R, are the radial solutions of the Schrodingers equation and .J; are the spherical
Bessel functions. The position vectors r and and the radius of the M.T sphere are
shown in the diagram (Fig 19). J; are the spherical Bessel functions.
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Fig 19. M.T sphere and the related coordinates

The wavefunction of the electron in the solid is:

Yk, 1) =Y Chsc drsa(r) (61)
G

where G s are reciprocal lattice vectors, which is continuous as well as its derivative
at the sphere boundary. The higher angular momentum possessed by the electron
near the nucleus requires large number of Reciprocal Lattice Vectors (RLVs) or
higher Gs are to be taken into effect. The order of the secular determinant depends
up on the number of RLVS added. The APW secular determinant is of the form
and unfortunately, the off diagonal terms contain the eigen values which can be
determined only by finding the zeros of the determinant that occur for certain E
values for a given k value and this is shown in the Fig (20a).

+
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Fig 20.(a) Eigen value search ~ Fig 20 (b) A portion of 1/24th of
Brillouin zone for HCP lattice

These E values are the energy eigen values sought. Any band structure calcula-
tion should lead to a relation connecting the energy eigen value E and the k vector
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in the Brillouin zone. The details of this method can be seen in the book of Loucks
[64], meant only for the APW method. It also has number of very relevant papers
added to it at the end. In addition, it should be learnt as its linear version LAPW

is the most widely method. Both LMTO and LAPW methods will be discussed in
the next article.

As band structure calculations are very relevant for many applications, it is
strongly recommended that for anyone who wants to master it, the following books
and articles cited here are to be read and understood [65]. It will be worthy of
having a glimpse on the calculated band structures complied by Moruzzi et al [66].
Finally, every calculation is done for a particular purpose the validity of band struc-
tures should be verified from the experimental results and some of them are done
with regard to the case studies which are discussed below. Mostly, of late many
computer codes which are available in the market are purchased and used which
finally leads to wrong interpretations of some of the results. The eigen values ob-
tained for each k point and the connectivities of the bands are performed by taking
into consideration the symmetry of the wave function or in other words employing
the compatibility relations which are dictated by group theoretical considerations,
which in turn are based on the symmetry of the crystal being considered. Tables
showing compatibility relations are presented by Slater [67] as well as Joshi [68].

In this final part of the article, two case studies will be discussed, the first one on
band structure of Mg and the second is on the calculation of the superconducting
transition temperature using the results obtained by performing there band struc-
tures. The band structures were performed employing Kohn-Korringa-Rostkoer or
Greens function method. [69].

Section 8: Electronic Band Structures

1. Band Structure of Mg:

We present below 1/24th part of the Brillouin zone for the HCP solid as well as
the resulting band structures. The k points in the partitioned B.Z viz; I', K, M etc
are the group theoretical notations assigned by BSW ( Bouckert, Smoluchoswiski,
Wigner) and the star or weightage of the wave vector decides the numerical values
of the density of states and finally the Fermi energy as well as the Fermi surface.
Subtleties associated with this can be appreciated by the reader if one goes through
the paper of Burdick as mentioned earlier and most of the books and review articles
reproduce the band structure, DOS and the Fermi surface of Cu from the work of
Burdick. Band structure of Mg is reported here determined using one of the three
different exchange schemes. (Fig 21). Now, the Fermi surface cross sections for Mg
are shown in Fig (22) to make the reader to be aware of its the complex nature of it
by comparing with the free electron spherical Fermi surface reported earlier. Fermi
surface dimensions are compared with the experimentally obtained values and the
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interested readers can refer to the original paper [70].

L r E,
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Fig 21. Band Structure of Mg

Table 3. Fermi Surface Dimensions
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Fig 22. The Fermi cross-section in: (a), II and III and (b), bands I and IV, for the
potential Vs regions of electrons are shaded
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Some of the results obtained in the case of a HCP solid Mg and especially the
values obtained for the electronic specific heat coefficient are given in the Table (3)
and its importance will be seen in the future articles on the unconventional Non BCS
superconductors whose specific heat coefficient values show a thousand fold increase.

Details regarding the KKR band structure method adopted here will be discussed
in the next article.

2. Band Structure of Tc:

Superconductivity and Fermi surface are more relevant at present, especially after
the discovery of high temperature superconductors. It was claimed by many eminent
theoreticians that these high Tc systems will not have Fermi surfaces. It took almost
a decade to disprove it and it is positron annihilation experiments which were the
first to show the existence of the Fermi surface of high temperature superconduc-
tors which had tremendous impact on the theoreticians. Now all High Tc systems
have Fermi surfaces and their significance has been realised. Moreover, this paper
reported the first band structure calculation on the metal technetium [71]. The
band structures were carried out with different XC schemes. The resulting band
structures were used to evaluate the Fermi level quantities such as Fermi Energy,
Er, DOS at Er and the scattering phase shifts which were fed into Gaspari-Gyorffy
relation to evaluate the electron-phonon Coupling constant and hence Tc employing
the McMillans formula and the calculated values are given in the Table (5).
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Energy (Ryd)

Fig 23. DOS of T, for potential Vg
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Table 4. Calculated Electronic Specific Heat coefficients for Tc with the
electron-phonon interaction
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Table 5. Comparison of theoretical values of Tc with the experimental value
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In view of the fact that 7. depends on a relation which contains exponential
term, it is to be considered that the agreement between theory and experiment to
be satisfactory. BCS theory was highly successful in many respects and especially in
explaining pressure induced superconductivity which will be dealt with in the next
article along with some of the high Tc systems.

Conclusion:

This introductory article should have given an overall understanding on band the-
ory and how it can be applied to calculate superconducting transition temperature.
Even though, BCS theory was built on phonon mechanism which was exhibited by
many solids, it is missing in a few like Ru, Os etc and even the isotopic co-efficient
assumes a negative value for uranium, which raises question on phonon mechanism,
about which will see in the forthcoming article. It is worth revisiting this funda-
mental issue. Also, the applicability of BCS mechanism for super-hydrides at high
pressure exhibiting high Tc values is a fascinating story to be probed.

The objective of this article is to remind the physicists of the two problems be-
fore us:

1) Deficiency in the Density Functional Method, which was successfully applied on
hundreds of molecules and solids till the problems of NiO and high Tc parent com-
pound LayCuO, (Mott insulators) were brought into attention as the Conventional
band structures show them to be metals instead of their insulating characteristics.
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In this article, we have used conventional band structures which have been used
in this article too and our calculations do not face any problem as they are non-
magnetic, unlike the so called strongly correlated systems mentioned above.

2) Failure of BCS theory in explaining high temperature superconductors.

Real fall of BCS theory came to light with the discovery of the Heavy Fermion Super-
conductor, C'eCuySis exhibiting a thousand fold increase in the electronic specific
hat coefficient compared to the phonon mediated BCS superconductors which were
shown in table above. All BCS systems do show only milli joules regard to electronic
specific heat coefficient. The discovery of high T, superconductors, Copper oxides
showing T, values of 165 K and Iron arsenides with T, of 65K clearly indicate the
failure of BCS theory which gives an upper limit of 40 K.

The above two listed Nobel prize winning and most celebrated works: DFT due
to W.Kohn and the other one, the BCS theory are in wanting, especially when we
deal with magnetic materials.

Dynamical mean field theory (DMFT) to a certain extent solves the first prob-
lem. But, the second one has made physicists sleepless for the past forty years.
Since the discovery of C'eC'uySis in 1979 and the first high 7, parent superconduc-
tor LasCuQy4. Thousands of minds from all fields who jumped into this field, several
thousand papers, more than one hundred theories to be proposed to be disposed is
the present scenario of Condensed matter physics.

The key question is: Which "on” is responsible for the formation of cooper pair,
other than phonon. several ”On”s were proposed, but only to be discarded later. Or
else should we break the electron and to build theories based on the quasi particles
inside the electron: Holon and Spinon.
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